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NEAR-SURFACE HYDROLOGIC RESPONSE FOR A STEEP,
UNCHANNELED CATCHMENT NEAR COOS BAY, OREGON:
1. SPRINKLING EXPERIMENTS

BRIAN A. EBEL*', KEITH LOAGUE*, WILLIAM E. DIETRICH**, N
DAVID R. MONTGOMERY*#* RAYMOND TORRES®, SUZANNE P. ANDERSONSS,
and THOMAS W. GIAMBELLUCA*

ABSTRACT. Sprinkling systems are frequently used to simulate rainfall for process-
based investigations of near-surface hydrologic response without measuring or account-
ing for spatial variability. Data analyses from three sprinkling experiments at the Coos
Bay 1 experimental catchment (CB1) demonstrate considerable spatial variability in
sprinkling. Furthermore, simulated rainfall from sprinklers was found to be more
heterogeneous than natural storms at CB1. Water balance calculations and evapotrans-
piration estimates indicate that evaporation of airborne droplets is a significant
portion of applied sprinkling rates, although still less than the amount blown off the
field site by strong winds. Incorporation of spatial variability in sprinkling input and
soil-water storage did not significantly change water balance calculations. Saturation
patterns within the near-surface soil profile and the timing of tensiometric response
are affected by sprinkling heterogeneity. Pore-water pressure and saturation develop-
ment at the soil-saprolite interface are primarily controlled by convergent surface /
subsurface topography and bedrock fracture flow, but are also sensitive to sprinkling
spatial variations. The analyses presented herein suggest that incorporating spatial
variability in sprinkling rates is important when conducting hydrologic-response model-
ing of sprinkler experiments. This paper is the first-part of a two-part series focused on
CBl1. The data analyses in this paper are used to parameterize comprehensive
physics-based hydrologic-response simulations of three CB1 sprinkling experiments
reported in the companion paper.

INTRODUCTION

Landscape evolution, while driven by diverse physical, chemical, and biological
processes, is often largely controlled by the actions of water on the surface and within
the subsurface (Gilbert, 1877). With this in mind, the importance of near-surface
hydrologic-response should not be underestimated when investigating geomorphic
processes. At the same time, the spatial heterogeneity present in natural systems (for
example, saturated hydraulic conductivity, soil / bedrock thickness, and topography)
combined with temporal variations in precipitation intensity and duration make it
difficult to quantitatively evaluate the relative influence of the different factors
governing hydrologic processes. Using sprinkling systems to mimic precipitation
facilitates controlling the temporal variations in rainfall, simplifying hydrologic-
response analysis. The strong link between geomorphic and hydrologic processes
motivated the controlled sprinkling experiments at the Coos Bay experimental catch-
ment (CB1). The primary objectives of the CBI study were to investigate the mecha-
nisms responsible for pore-water pressure development and shallow subsurface runoff
generation. Elevated pore-water pressures can reduce effective stresses, driving slope
failure. It is worth noting that CB1 failed as a landslide in 1996 in response to a large
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Fig. 1. Location map for the CBI study area in the Oregon Coast Range.

storm (Montgomery and others, manuscript in preparation). To the best of the
authors’ knowledge, the CB1 measurements represent the most complete hydrologic-
response data set available for any catchment that has failed.

The sprinkling experiments and long-term monitoring effort at CB1 (Montgom-
ery, ms, 1991; Anderson, ms, 1995; Torres, ms, 1997) focused on producing a
comprehensive dataset pertaining to hydrologic response. The published work from
CBI1 (Anderson and others, 1997a, 1997b, 2002; Montgomery and others, 1997, 2002;
Torres and others, 1998; Anderson and Dietrich, 2001; Montgomery and Dietrich,
2002) has contributed to understanding the mechanisms of pore-water pressure
development, subsurface runoff generation, and weathering in unchanneled valleys.
This paper is the first of a two-part series focused on the CB1 catchment. The work
reported herein evaluates the spatial variability in sprinkling and the observed effects
on the CB1 hydrologic response. In the companion paper (Ebel and others, 2007), the
hydrologic response from the three CB1 sprinkling experiments is simulated with a
comprehensive physics-based model to better understand runoff and pore-water
pressure generation. The data analyses and conclusions reported here provide both
the foundation and the evaluation framework for the numerical modeling in the
second paper.

CB1 STUDY AREA

Field-scale experiments designed to investigate hydrologically-driven landscape
evolution, including slope failure, rely upon careful site selection where the critical
factors include: (i) a manageably-sized site, (ii) accessibility, (iii) a tractable hydrologic
and geomorphic boundary-value problem, and (iv) characteristics conducive to land-
slide initiation (for example, steep slopes, reduced root cohesion from logging).
Figure 1 shows the location of the CBI study area in the Oregon Coast Range near
Mettman Ridge, 15 km northeast of the city of Coos Bay (OR). Figure 2 is a photograph
of the 860 m~ CB1 experimental catchment. CB1 is small enough to enable detailed
monitoring of hydrologic response, yet it comprises the entire source area for a
first-order stream. Logging roads in the Mettman Ridge area provided access to the
site. The logging landing at the ridge top allowed for the storage of water in large
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Fig. 2. Photograph of CB1 showing stairs / platforms, water tank, piezometers, shed that housed the
TDR multiplexer, and a landslide scar in the adjacent hollow (bottom left).
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Fig. 3. (A) Contour map of the surface topography showing the surface hollow axis and the wooden
platform network used to install and monitor the CB1 instrumentation. (B) Contour map of the CB1 soil
depth and the hollow axis of the soil-saprolite interface.

holding tanks that facilitated using the topographic relief to drive sprinklers that
mimic rainfall. Figure 3A shows a contour map of the steep (~43° slope) surface
topography and surface topography hollow axis at CB1 based on the detailed theod-
alite survey from Montgomery and others (1997). Figure 3B shows a contour map of
the soil-saprolite interface topography and soil-saprolite interface hollow axis based on
over 100 measurements from piezometer installation (Montgomery and others, 1997;
Schmidt, ms, 1999). The mean annual rainfall at the nearby North Bend (OR) airport,
based on 29 years of data, is ~1.6 m yr'' (Taylor and others, 2005). The old growth
coniferous forest at CB1 was removed by a fire ~100 years ago. The second growth
forest was logged by clear-cutting methods in February and March, 1987, treated with
an application of a broadleaf herbicide (Roundup®) in July, 1988 (Torres, ms, 1997)
to remove groundcover, and replanted with Douglas Fir (Pseudotsuga menziesii) seed-
lings in January, 1989 (Montgomery, ms, 1991). The broadleaf vegetation [Alder
(Alnus) trees and blackberry (Rubus) vines] was periodically trimmed at the site from
1990 through 1992; the vegetation was not cut after 1992. The current state of
vegetation at the site consists of Douglas Fir (Pseudotsuga menziesii) trees from 5 to 8
meters in height (see picture in Ebel and Loague, 2006) with undergrowth consisting
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TaBLE 1

Summary of CB1 sprinkling experiments (after table 2 from Anderson and others, 1997b)

Intended  Experiment Intended total

sprinkling rate  duration sprinkling
Experiment Dates (mm h™) (h) (mm)
1 May 8-14, 1990 1.5 142 213
2 May 23-27, 1990 3.0 97 291
3 May 27-June 3, 1992 1.65 166 274

of Alder (Alnus), sword fern (Polystichum munitum), and bramble (Rubus). Table 1
summarizes the three sprinkling and tracer experiments conducted at CB1. Figure 4 is
a map of the CBI instrumentation that facilitates a detailed characterization of
hydrologicresponse (Anderson and others, 1997b; Montgomery and others, 1997;
Torres and others, 1998). Thirteen rotating Rainbird® sprinklers (fig. 4) mounted 2 m
above the ground were regulated using a system of pressure valves and gauges adjusted
to maintain the flow rates. A 38,000 L storage tank for experiment 3 (15,000 L in
experiments 1 and 2) located at the ridge crest (fig. 2) supplied water to the sprinklers
through a pipe network. The tank was refilled using a 4,000 L tanker truck that
transported water from a quarry pond 2 km away. The experiment 1 and 3 intended
irrigation rates (table 1) represent <l year 24 hour recurrence interval storms. The
experiment 2 irrigation rate (table 1) represents a 1 to 2 year 24 hour recurrence
interval storm. Both recurrence intervals are based on the North Bend and Alleghany
(OR) rainfall records spanning, respectively, 23 and 41 years (Montgomery and others,
1997).

Table 2 provides information on the spatial and temporal distribution of the
hydrologic-response observations collected during the three sprinkling experiments
(table 1). These observations (see table 2, fig. 4) were made at 148 manual rain gages,
three automated tipping-bucket rain gages, 223 piezometers, 100 tensiometers, 42
time-domain reflectometry (TDR) waveguide pairs, and 34 lysimeters (Anderson and
others, 1997a, 1997b; Montgomery and others, 1997; Torres and others, 1998). Figure
3A shows the suspended wooden platforms that the instrumentation in figure 4 was
emplaced and monitored from. Seepage from subsurface flow at CB1 was monitored at
two v-notch weirs equipped with stage-height recorders. The upper weir is located at
the channel head and anchored to bedrock; plastic coated plywood sealed into the
bedrock routes soil water into the flume. The lower weir, located approximately 15 m
downslope from the upper weir, was installed during experiment 2 to capture the
bedrock component of near-surface flow that was missing in the water balance from
experiment 1. The upper weir recorded from January 1990 through November 1996;
the lower weir recorded from October 1991 through November 1996.

Relative to the information necessary for investigating hydrologic-response via
physics-based simulation (Ebel and others, 2007), the CB1 measurements provide
topography, characteristics of the soil [thickness, saturated hydraulic conductivity
(slug tests), soil-water content and porosity (TDR measurements), capillary pressure
relationships (from plot experiments) ], irrigation rates, meteorology data (collected
from net radiometers, soil heat flux plates, anemometers, thermometers, and relative
humidity sensors), discharge at the weirs, pressure head response in the near surface,
tracer concentrations (from ceramic cup lysimeters, tension lysimeters, and plate
lysimeters), and discharge chemistry.
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Fig. 4. Locations of the CBI instrumentation (also see table 2).

RAINFALL SIMULATION

It is worth noting that “simulation” will be used in two contexts in this two-part
paper. In this paper, rainfall simulation refers to using sprinkler systems to mimic
natural rainfall. In the companion paper (Ebel and others, 2007), hydrologic-response
simulation refers to the numerical solution of the coupled partial-differential equa-
tions that describe subsurface / surface water flow. The appeal of rainfall simulation
was evident early on to hydrologists; for example, Robert Horton used sprinkling in
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TABLE 3

Selected characteristics and performance metrics for rainfall simulator experiments
on large plots

Site attributes Statistics

Area Number of CU Ccv
Study (m?) rain gages (%) (%)
Esteves and others (2000) 50 50 84! 16!
Motha and others (2002) 200 29 - 322
Croke and others (1999) 300 20 - 7.8
Lane and others (2004) 450 20 - 10
Sumner and others (1996) 600 - 9 -
Luk and others (1993) 630 - 75 <20
Riley and Hancock (1997) 1000 - 75-95 <20
This study 860 148 60-75 31-50

}Mean of the values reported in table 4 of Esteves and others (2000)
?Mean of the values reported in table 1 of Motha and others (2002)

1914 to examine infiltration capacities (Wisler and Brater, 1959). A review of rainfall
simulation studies from 1914 to 1969 is provided by Hall (1970). More recently, rainfall
simulators have been employed in studies of hydrologic response (for example,
Hornberger and others, 1991; Waddington and Devito, 2001; Sharpley and Kleinman,
2003) and erosion (for example, Parsons and others, 1998; Wilson, 1999; Motha and
others, 2002). The advantages of controlling the sprinkling intensity and duration (as
well as the solute input), to minimize temporal variability, do not come without the
difficulties of reproducing natural rainfall characteristics (that is, spatially-uniform
intensities, drop size distributions, and drop kinetic energies). Almost all rainfall
simulator studies forgo rigorous analysis of the spatial variations in rainfall intensity
(Lascelles and others, 2000). The effort reported herein compares spatial variations in
intensity between simulated and natural storms and evaluates the effects of sprinkling
heterogeneity on the observed CB1 hydrologic response.

Common Metrics of Rainfall Simulator Performance
Common metrics for evaluating the spatial uniformity of sprinkling include the
coefficient of uniformity (CU), the coefficient of variation (CV), and the standard
deviation (SD). The CU (Christiansen, 1942) is calculated, as a percentage, by:

EN |D1 - D_|)

CU 100(1 S D, (1)
where Nis the number of observations, D, are the observed data, and Dis the mean of
the observed data. The CV is the ratio of the SD to D. There are no universal guidelines
in the rainfall simulation literature for what constitutes acceptable values of CU, CV, or
SD. However, depending on the plot size, Esteves and others (2000) suggest that CU
values between 70 to 90 percent are acceptable. Agricultural research has found that
over large fields, irrigation CU values range between 57 to 90 percent, with a mean of
71 percent (Ascough and Kiker, 2002). Table 3 is a summary of CU and CV values
achieved by selected rainfall simulators at sites 50 m? or larger.

It is worth noting that the CU and CV, the benchmark measures of assessing
spatial variability in sprinkling, are far from perfect. For example, the CU provides no
information about the sprinkling pattern in that two completely different sprinkling
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TABLE 4

Statistics of observed sprinkling and rainfall rates from manual rain gagesl at CBI1

Rate statistics

Experiment number, M SD Day M Night M
observed storm date (mm h™) (mm h™h (mm h™) (mm h™)
1 1.47 0.73 1.01 1.64

2 2.83 0.92 2.54 2.97

3 1.56 0.87 1.38 1.69
5/21/1990 2.10 0.27 - -
6/13/1992 5.39 0.85 - -

'The locations of the manual rain gages are shown in figure 4.

M denotes the arithmetic mean, SD is the standard deviation.

All statistics for sprinkling events are statistically weighted to ensure that observations representing
longer periods of time contribute proportionally to the statistics (for example, the shorter daytime manual
rain gage observations are weighted less than the longer nighttime observations).

patterns can result in the same CU. Esteves and others (2000) compared CU and CV
values with contour maps of intensity and found appreciable spatial variability, despite
high values of CU and low values of CV (see table 3). Lascelles and others (2000) also
used contour maps of sprinkling intensity to illustrate considerable spatial and
temporal variability, despite CU values consistently greater than 70 percent.

Sprinkling Variability at CB1

The CBI1 dataset is ideal for (i) assessing the spatial variations in irrigation
intensity / depth, (ii) comparing the sprinkling variability with natural rain variability,
and (ili) determining the effects of spatial variability in sprinkling intensity on
near-surface hydrologic response. High spatial resolution characterization of the three
CBI sprinkling experiments is facilitated by the 148 wedge rain gages (fig. 4) that were
monitored twice daily (~9:00 am and ~6:00 pm). Three automated tipping-bucket
rain gages (fig. 4) recorded sprinkling rates every 10 minutes. Rates of sprinkling are
calculated as the depths recorded in the manual gages divided by the time between
gage readings. For this study, it is assumed that all rain gage levels were read at the
same time. Given that it took 30 to 45 minutes to read all the gages and the time in
between readings was greater than 10 hours, this assumption has a small effect on the
accuracy of the observed rates.

Table 4 summarizes the statistics calculated using the manual-gage sprinkling
rates (from the three experiments) and rainfall rates (from two storms). Comparison
of the intended (table 1) and observed (table 4) mean sprinkling rates reveals that the
mean observed and intended rates are close, with errors of 2 percent, 6 percent, and 6
percent for experiments 1, 2, and 3, respectively. The error in the observed versus
intended rates was determined, as a percentage, by:

(- 0))

(2)

Error = 100( 7

where /is the intended sprinkling rate and O is the mean observed sprinkling rate. A
clear diurnal signature is evident in table 4, with lower mean observed rates in the
daytime compared to the nighttime. Anderson and others (1997a) observed a strong
diurnal cycle in the observed CBI sprinkling, with the nighttime data consistently
exhibiting larger mean rates, larger maximum rates, and higher SD compared to the
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TABLE 5

Statistics of observed sprinkling and rainfall totals from manual rain gages at CBI !

Depth statistics
Experiment number, CU CV DayCU NightCU DayCV NightCV

observed storm date (%) (%) (%) (%) (%) (%)
1 61 47 60 61 48 47
2 75 31 75 75 31 31
3 60 50 59 60 49 52
5/21/1990 90 13 - - - -
6/13/1992 91 16 - - - -

'The locations of the manual rain gages are shown in figure 4.
CV is the coefficient of variation; CU is the coefficient of uniformity, calculated with equation (1).

daytime sprinkling rates. It is worth noting that a higher SD does not necessarily
denote more spatially variable rainfall because the SD for similarly shaped distributions
will be larger for the higher rate. A better characterization of the diurnal variability is
provided by the CV and / or the CU. Table 5 summarizes the CU and CV values from
the three sprinkling experiments and two natural storms. Perusal of table 5 illustrates
that despite considerable differences in the diurnal mean sprinkling rate, there is little
diurnal variation in the CV or the CU, indicating that the overall spatial variability
changes little in response to diurnal factors.

Figure 5 contains a time series (during the third sprinkling experiment) of the
mean sprinkling rate recorded in the three automated tipping-bucket rain gages (ata
height of 1 — 1.5 m) and the wind velocities measured at CB1 (the anemometer was
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Fig. 5. Time series of observed wind speed, evapotranspiration estimated with the Penman-Monteith

method, and the mean observed sprinkling rate from the three automated rain gages for sprinkling
experiment 3.
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positioned at a height of 3.0 m). The sprinklers are positioned at a height of 2.0 m.
While the automated rain gages capture the overall temporal trends of sprinkling rates
(fig. 5), the rates of sprinkling are inaccurate, with observed sprinkling rates approach-
ing zero and total depths less than detected in nearby manual gages. Torres (ms, 1997)
attributed the error in the automated gauge rates to the elevated gage heights (1 —
1.5 m), relative to the manual rain gages that are positioned 0.15 to 0.4 m above
ground level. Rodda and Smith (1986) and Newson and Clarke (1976) found that
elevated rain gages may result in undercatch because of droplet trajectories, with the
undercatch enhanced by wind. Comparison of the wind speed and automated gage
sprinkling rate time series (see fig. 5) suggests that wind enhances undercatch at the
CBI automated rain gages during the sprinkling experiments, which was also noted
from observations during the sprinkling experiments (see Montgomery, ms, 1991;
Torres, ms, 1997).

The CB1 values of CU and CV (shown in table 5) are equivalent (75% for
experiment 2) to slightly less uniform (61 and 60%, for experiments 1 and 3,
respectively) than those of Luk and others (1993) and Riley and Hancock (1997) for
similarly sized areas (table 3). It is worth noting the steep terrain of CB1 (fig. 3A)
makes uniform sprinkling difficult because of large head differences in the sprinkler
lines. The CU and CV values in table 5 also indicate that higher sprinkling rates
resulted in a more uniform (higher CU and lower CV) spatial distribution of sprinkling
depths. The spatial uniformity decreases with increasing sprinkling rate for most
rainfall simulators (for example, Esteves and others, 2000), or does not vary at all
(Loch and others, 2001). The increase of uniformity with sprinkling rate at CB1 likely
reflects a decline in pressure at the sprinkler nozzle with increasing sprinkling rate.
Lower nozzle pressures produce fewer fine droplets and mist (Kincaid, 1996; Tarjuelo
and others, 2000), resulting in less wind-driven alteration of the sprinkling pattern.

While the CU and CV offer some measure of the spatial variability in sprinkling
intensity, explicit spatial analysis (for example, contour maps of sprinkling intensity)
offers greater insight into the spatial structure (Lascelles and others, 2000). Figure 6
shows selected snapshots of intensity (using Ordinary Kriging with an exponential
variogram model with a nugget to interpolate between gages) for the most variable
(MV), least variable (LV), and the closest to the intended (CI) sprinkling rate for the
three sprinkling experiments. The MV was defined as having the highest standard
deviation and highest maximum rate; the LV was defined as having the smallest CV.
These metrics were the most consistent with qualitative visual interpretations of
sprinkling heterogeneity. The nine snapshots of sprinkling intensity (fig. 6) represent
only a small fraction of the sprinkling data at CB1 with 12, 8, and 14 snapshots available
for experiments 1, 2, and 3, respectively. The LV sprinkling snapshots in figure 6
exhibit considerable spatial variability. The MV snapshots in figure 6 have hotspots
higher than the intended sprinkling rates. For the CI rate snapshots in figure 6, the
differences between the mean observed sprinkling rates and the intended sprinkling
rates (table 1) are only 0.01, 0.1, and 0.05 mm h! for experiments 1, 2, and 3,
respectively. However, despite the small differences between the mean observed and
intended sprinkling rates, it is clear from figure 6 that spatial variability is present.
Figure 6 shows that the spatial structure in the sprinkling rates is strongly determined
by the sprinkler locations, with higher rates near the sprinklers and lower rates near
the CB1 perimeter.

Comparison of Natural Rain to Sprinkling

Rainfall rate observations made at the 148 manual gages for two natural storms at
CB1, on 5/21/1990 (between sprinkling experiments 1 and 2, with a duration of 8
hours) and 6/13/1992 (immediately after sprinkling experiment 3, with a duration of
3 hours), facilitate comparing the spatial variability in natural rainfall intensity to
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Fig. 6. Kriged snapshots of observed sprinkling rates for experiments 1, 2, and 3 representing the least
variable (LV, the smallest CV), most variable (MV, the highest standard deviation and maximum sprinkling

rate), and the closest to the intended sprinkling rate (CI, the mean observed sprinkling rate closest to the
intended sprinkling rate).

simulated rainfall intensity. Perusal of the CU and CV values from table 5 and SD values
from table 4 for simulated and natural rain reveals that the natural rainfall is more
spatially uniform than the sprinkling. It is also worth noting that natural rain aug-
mented sprinkling on the last day of experiment 2, increasing the CU and lowering the
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Fig. 7. Kriged snapshots of observed rainfall rates from the storms on 5/21/1990 and 6,/13/1992.

CV (table 4), further highlighting the spatial uniformity of natural rain in comparison
to rainfall simulators. The natural storms on 5/21/1990 and 6/13/1992 were the only
rainfall events where rainfall rates were recorded in the manual gages at CB1, and only
one sweep of the gages was conducted for each of these storms.

Figure 7 shows Kriged snapshots of the two natural storm rainfall rates, illustrating
the differences in spatial variability between natural (fig. 7) and simulated (fig. 6)
rainfall. In both natural storms (fig. 7), an area of lower intensity near the ridge crest
exists, although it is less prominent than in the sprinkling experiments. The hotspot
near the downgradient end of CBI for sprinkling experiments 2 and 3 (fig. 6) also
exists in the 6/13/1992 rainfall snapshot (fig. 7). Observations during the sprinkling
experiments suggest that this persistent hotspot is the result of untrimmed broadleaf
vegetation focusing sprinkling / rainfall into one rain gage (Torres, ms, 1997). As one
would expect, the areas of higher intensity near the sprinklers in figure 6 are not
noticeable in figure 7 for the natural storms. Figures 6 and 7 illustrate persistent spatial
features (isolated hotspots, areas of lower intensity), present in the sprinkling that are
not present in natural rainfall.

Examining omnidirectional experimental variograms from sprinkling and rainfall
rates observed at CB1 provides a meaningful quantitative evaluation of the spatial
continuity and structure. Figures 8A and 8B show the experimental variograms of
sprinkling rates for snapshots during experiment 2 (fig. 8A) and experiment 3 (fig.
8B). The experimental variogram from the natural storm on 6/13/1992 is shown in
figure 8C. All the variograms in figure 8 are standardized by the respective variances,
making the sill equal to one. Examination of the sprinkling variograms (figs. 8A and
8B) shows that the sill is reached at a lag (or range) of 10 m (approximately the
separation distance between sprinklers), illustrating the control of the sprinkler
placements on spatial variations in intensity. The upward spikes in the sprinkling
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Fig. 8. (A) Experimental variogram from a sprinkling rate snapshot at 5:20 PM on 5/24/1990 during

experiment 2. (B) Experimental variogram from a sprinkling rate snapshot at 8:00 AM on 5/28/1992 during
experiment 3. (C) Experimental variogram from the natural storm rates on 6/13/1992.



692 B. A. Ebel and others—Near-surface hydrologic response for a steep,

semivariograms at the 2 m lag are artifacts of having few data points at small lags. The
parabolic shape of the semivariograms in figures 8A and 8B shows that there is
considerable structure in the sprinkling intensity data. The nearly flat semivariogram
for the natural rain in figure 8C shows no spatial structure.

Water Balance Contribution

Previous studies at CB1 (Anderson, ms, 1995; Montgomery and others, 1997;
Torres, ms, 1997) have included water balances, assuming spatially and temporally
constant sprinkling rates in the estimation of the volume of applied water during the
three sprinkling experiments. Figures 9A, 9C, and 9E (for experiments 1, 2, and 3,
respectively) show Kriged maps of the cumulative observed sprinkling depth (in the
148 gages). The colored contour lines in figures 9A, 9C, and 9E mark the intended
depth for each experiment (see table 1 and the scale bar in fig. 9A). Figures 9B, 9D,
and 9F (for experiments 1, 2, and 3, respectively) show the deviation between the
intended depth (table 1) and the Kriged depths (figs. 9A, 9C, and 9E). The maps in
figure 9 facilitate examining the effect of sprinkling spatial variability on the estimated
volume of applied water for the water balance. Figures 9A, 9C, and 9E further illustrate
the sprinkling spatial structure, with the areas near the sprinklers receiving at or well
above the intended amount of water while areas at the catchment edges, particularly
near the ridge crest, receive less water. The deviations between intended and observed
depths shown in figures 9B, 9D, and 9F are encouraging in that the majority of the
catchment receives within 50 mm of the intended sprinkling depth (table 1). However,
inspection of figures 9B, 9D, and 9F shows that some portions of the catchment receive
hundreds of mm above / below the intended sprinkling depth. Integration (sprinkling
depth multiplied by the area at each Kriged grid cell) of the Kriged sprinkling depths
in figures 9A, 9C, and 9E shows some discrepancy in the total volume applied between
the intended and Kriged observed volumes. For experiment 1, the 1ntended total
applied volume was 182.8 m® and the integrated observed volume was 168.8 m® for a
dlfference of 14 m® (8%). For experiment 2, the 1ntended total applied volume was
250.3 m® and the integrated observed volume was 229.7 m® for a difference of 20.6 m®
(9%). For experiment 3, the intended total applied volume was 235. 6 m” and the
integrated observed volume was 215.0 m? for a difference of 20.6 m® (10%). The
implications of using the intended sprinkling depths, rather than the integrated
observed sprinkling depths, in the water balance are discussed further in later sections.

EVAPOTRANSPIRATION ESTIMATES

A micrometeorology mast (fig. 4) was installed at CB1 before experiment 3 and
monitored from 5/19/1992 through 6/8/1992 for estimating evapotranspiration
(ET). The meteorological instruments included a net radiometer, soil heat flux plate,
anemometers, thermometers, and relative humidity sensors that were each sampled
every b seconds with mean values recorded every 15 minutes. Net radiation (horizontal
and slope-parallel) and soil heat flux (slope-parallel) were measured at 2.0 m above the
surface and 0.03 m below the surface, respectively. Wind speed (slope parallel) at 2.3
and 3.0 m, relative humidity at 3.1 and 4.1 m, and air temperature at 2.0, 3.1, and 4.1 m
were also measured. It is worth noting that the meteorological instruments at CB1 were
oriented to estimate ET fluxes perpendicular to the surface. Any calculation of the
volumetric ET rate should use the surface area, which is the planimetric area corrected
for the slope by dividing by the cosine of the slope angle (43°). Sprinkling and rainfall
measurements are observed horizontally and volumetric fluxes are calculated using
the planimetric area (860 m 2).

Alder (Alnus) trees and blackberry (Rubus) vines were cut from the site prior to
the third sprinkling experiment to minimize sprinkling interception and evapotranspi-
ration. Because there was only one meteorological mast at CB1, the spatial variability in
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Fig. 9. (A) Cumulative sprinkling observed during experiment 1, the pink line in A and in the scale bar
at 213 mm represents the intended cumulative rainfall (see table 2). (B) Difference between the intended
cumulative rainfall for experiment 1 and the observed cumulative rainfall. (C) Cumulative rainfall observed
during experiment 2, the red line in C and in the scale bar at 291 mm represents the intended cumulative
rainfall (see table 2). (D) Difference between the intended cumulative rainfall for experiment 2 and the
observed cumulative rainfall. (E) Cumulative rainfall observed during experiment 3, the yellow line in E and
in the scale bar at 274 mm represents the intended cumulative rainfall (see table 2). (F) Difference between
the intended cumulative rainfall for experiment 3 and the observed cumulative rainfall.
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ET cannot be determined and was taken to be uniform. The consistency of sprinkling
CU and CV values between day (active ET) and night (little to no ET) measurements
(table 5) suggests that this approximation is reasonable.

Conceptual Model of ET

Sprinkling presents a unique scenario of meteorological conditions for the
processes associated with ET. The driving forces for ET are inputs of energy (from the
sun or atmosphere) and controls on the rate that energy (in the form of water vapor)
can diffuse from the surface (Shuttleworth, 1991). The predominantly sunny condi-
tions at CB1 during the sprinkling experiments provide a strong input of radiant
energy from the sun, while at the same time the sprinkling provides a large amount of
available water for evaporation and transpiration. In contrast to the meteorological
conditions during natural precipitation, moisture originates from sprinklers mounted
2 m above the land surface. The sprinklers create a boundary-layer of high relative
humidity from the height of sprinkling to the ground surface. The small vapor
pressure gradient between the sprinklers and the vegetation canopy (less than 1.0 m in
height) limit ET from the surface. The large vapor pressure gradient between the
nearly-saturated air at the sprinkler height and the zone of drier air above the height of
sprinkling drives evaporation of airborne droplets and mist. The most dominant of the
lumped processes constituting ET during the sprinkling experiment is evaporation of
airborne droplets and mist, which prevents a large portion of the sprinkling from
reaching the land surface. The effective sprinkling, which is the input into the
physics-based hydrologic response model in the companion paper (Ebel and others,
2007), is the amount reaching the surface observed in the manual rain gages.
Estimation of ET and a water balance between the sprinklers and rain gages for
experiment 3 are used to demonstrate this conceptual model.

Estimating ET

Estimation of ET in this study employs the Penman-Monteith method (P-M)
(Monteith, 1965). The P-M equation can be expressed (Shuttleworth, 1993) as:

c,ple — e,
IA(RN—G)+M

a

ET =

N A+ /)] (3)

where ET is the evapotranspiration rate (mm d), \ is the latent heat of vaporization (M]
kg!), A is the gradient of the saturation vapor pressure (kPa C°™), v is the psychometric
constant (kPa C°7), Ry is the net radiation (mm d™), Gis the heat flux conducted into the
soil (mm d"), ¢, is the specific heat of air at constant pressure (J kg! C, 1, is the
aerodynamic resistance to water vapor diffusion (s'm), e, is the saturation vapor pressure
(kPa), e,is the ambient vapor pressure (kPa), r,is the canopy resistance (s'm), and p,is the
air density (kg m™). It is worth noting that the units of Ryand Gin equation (3) are mm d*
water equivalent. The conversion from MJ m™® d” to mm d is 0.408 for water at 20 °C. All
the relations used in this study to approximate the parameters for equation (3) that were
not explicitly measured at CB1 are presented in Appendix A. For the special case of no
canopy resistance, equation (3) reduces (Shuttleworth, 1993) to:

A(RN _ G) + C[Jpa(ex - ea)

a

PET = NE 7] (4)

where PET (mm d) is the potential evapotranspiration rate without any stomatal
control on transpiration. During the sprinkler experiments when the plant surface is
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continually wet as a result of constant sprinkling, the approximation represented by
equation (4) is physically justifiable. However, before and after the sprinkling occurs
the ET shifts from the height of sprinkling down to the vegetation canopy. The
stomatal resistance of vegetative canopy then plays a dominant role in determining the
ET flux. Because no porometer measurements were made at CB1 to parameterize the
stomatal resistance term in equation (3), ET estimates using equation (4) are confined
to times of minimal stomatal control.

Figure 5 shows a time series of the P-M ET estimates during the third sprinkling
experiment. The diurnal trends of net radiation, temperature, and relative humidity
produce a diurnal trend in the estimated ET rates. The estimated rates and diurnal
trends in ET in figure 5 are consistent throughout experiment 3, with a mean P-M ET
rate during the daylight hours of experiment 3 of 0.27 mm hr'. Higher ET rates on
5/31/1992 and lower ET rates on 6/1/1992 can be explained by differences in the
relative humidity and air temperatures. For 5/31/1992, the air temperatures at 3.1 and
4.1m are 4 to 5 C° higher and the relative humidity is (on average) 20 percent lower
during the daytime hours than for the previous 4 days of the experiment. For
6/1/1992, the air temperatures at 3.1 and 4.1 m are 2 to 3 C° lower while the relative
humidity is (on average) 25 percent higher during the daytime hours than on the
previous 4 days of the experiment, which is consistent with observations that noted
enhanced cloud cover at CB1 on 6/1/1992 (Torres, ms, 1997).

Connections Between ET and Sprinkling

Figure 5 and previous observations (Montgomery and others, 1997) indicate that
wind redistributes, and in some cases removes, sprinkling water from CB1. The amount
of sprinkling that infiltrates is also reduced by ET. To examine the relative roles of
wind and ET in sprinkling redistribution / removal, a water balance was conducted
from the tank to the rain gages. The water mass balance from the sprinklers to
infiltration (Seginer and others, 1991) is:

prn'nkler = anﬁ + %}a{)m’alion + Qz'nfiltmling (5 )

where Q o iiser (L? T™) is the application rates leaving the sprinklers determined from
the water level decline in the tank, Q ,,, (L T") is the water carried off the catchment
by wind, Q cogporgion (L® T is the water evaporated while the drops are airborne, and
Q infittrating (L T) is the water that infiltrates. There are three assumptions needed for
closure of the CB1 water balance in equation (5): (i) there were no transmission losses
through the pipes from the tank to the sprinklers, (i) Q ,,qporazion 1S €ffectively estimated
by equation (4), and (iii) Q ;,umaing 1S the mean observed sprinkling rate (during the
time of observation). The drift losses in equation (5) are estimated as the residual. For
this study, Q ,,ap0raiion Was set to zero during the night and equal to the P-M ET estimates
during the day. Sixteen measurements of Q ., during experiment 3 reveal that 55
percent of the applied water infiltrated. The drift represented 39 percent of Q ;40
The largest contributing factor to drift is wind velocity, although sprinkler
pressure also contributes to drift because higher pressures create smaller drop sizes
that are more easily advected off-site (Yazar, 1984; Tarjuelo and others, 2000). The
relatively high proportion of drift observed at CB1 is likely the result of the high wind
velocities, frequently exceeding 4 m s and peaking from 7:00 to 8:30 PM (fig. 5). It is
worth pointing out that sprinkling tests were conducted at the field site prior to the
three experiments and measured sprinkling rates in the network of 148 manual rain
gages were used to calibrate sprinkling system to account for the drift losses, which
results in the close agreement between the mean observed and intended sprinkling
rate. Combining the conceptualization represented by equation (5) with the way the
sprinkler tests were conducted, the sum of Q ;i aiing PET UNIt area (that is, the mean
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Fig. 10. Time series of mean observed sprinkling rate, mean estimated ET rate (using Penman-
Monteith) over the same duration as the sprinkling measurements, and the intended sprinkling rate for
experiment 3. The ET rate is corrected to allow comparison of the ET and sprinkling fluxes from the
planimetric area.

observed sprinkling rates) and the ET rates per unit area should approximately equal
the intended sprinkling rate (table 1). Figure 10 shows a time series of the sum of the
mean estimated P-M ET rate (during the time of the sprinkling rate observations) and
the mean observed sprinkling rate for experiment 3. Figure 10 illustrates that the
conceptual model of sprinkling / ET interaction used for CBIl in this study is
reasonable.

CONCEPTUAL HYDROGEOLOGIC MODEL

CB1 Geology and Soil

Bedrock at CB1 consists of volcaniclastic sandstone of Eocene age from the
Flournoy Formation (Baldwin, 1974). Information on the physical characteristics of
the sandstone bedrock is provided by a 35 m drill core at the ridge crest (Anderson and
others, 2002). Porosity in the bedrock core (using bulk density and grain density) was
0.12 m®> m™ (+ 0.03), not including secondary porosity from fractures (Anderson, ms,
1995). Very limited data on fracture densities and apertures in the bedrock are
available from CBI. Slight oxidation staining occurs at depths up to 24 m below the
surface. This 24 m depth corresponds to the annual maximum depth to the water table
observed in the onsite observation well where the 35 m core was taken (Anderson and
others, 1997b). Above the unweathered bedrock, lies fractured, slightly-oxidized
bedrock in a layer 3 to 4 m thick at the ridge crest, thinning downslope and pinching
out at the channel head. Between the soil and the weathered bedrock, fractured
saprolitic bedrock is present and well-developed near the ridge crest (up to 0.5 m
thick), thinning downgradient towards the channel head where it pinches out (Ander-
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TABLE 6

Characteristics of the CB1 saturated hydraulic conductivity (K,,,) estimates for the

soil and bedrock using the Bouwer and Rice (1976) method

Koo (m 5_1)

Characteristic Soil Saprolite Weathered bedrock
Arithmetic mean 1.1x10* 72x10° 1.7x10°
Geometric mean 62x107 2.0x107 1.7x10°
Standard deviation 8.6x 107 1.0x10™ 2.7x107
Median 1.0x10*  37x10° 14x10°
Minimim 40x10%  31x10° 54x10°
Maximum 48x10*  48x10™ 99x10°
Number of estimates’ 118 37 22

'The number of estimates does not include repeated measurements at the same location
that are not included in the statistics.

son and Dietrich, 2001). While little soil profile information exists for the CB1 site, soil
pits 70 m offsite reveal that the soil is a highly porous (0.5 - 0.6 m® m™®) sandy loam
(Torres, ms, 1997). The colluvial soil exhibits substantial small scale variability in soil
depth (fig. 3B). The soil contains Mountain beaver (Aplodontia rufa) burrows ~0.2 m in
diameter reaching 1.2 to 2.0 m depth (Torres and others, 1998). Burrow networks can
extend up to 100 m in length with openings every 6 to 7 m (Schmidt, ms, 1999).

Slug Tests

Slug tests were performed at CB1 during the third sprinkling experiment consist-
ing of 177 falling head slug tests in piezometers emplaced in the colluvial soil,
saprolite, and weathered bedrock. The piezometer design at CBI is described by
Montgomery and others (1997). Results and conclusions from the CB1 slug tests are
discussed in detail by Montgomery and others (2002). For the effort reported herein
and the companion paper (Ebel and others, 2007), the slug test data were reanalyzed
using the Bouwer and Rice (1976) method. Table 6 provides a statistical summary of
the CBI saturated hydraulic conductivity estimates. The values in table 6 are similar to
those reported by Montgomery and others (2002) and support their conclusions. The
statistical differences between the saturated hydraulic conductivity estimates in table 6
and the values reported by Montgomery and others (2002) are likely the result of, for
this study, separating the saprolite estimates from the weathered bedrock and soil
estimates, which is consistent with the geologic characterization by Anderson and
Dietrich (2001). Slug test interpretation also has a subjective element relative to the
choosing of the normalized response time (see Butler, 1998) that can affect saturated
hydraulic conductivity estimates.

Montgomery and others (2002) examined the variation in saturated hydraulic
conductivity estimates with depth and found: (i) an inverse relationship between
piezometer depth and saturated hydraulic conductivity estimates within the soil and
(ii) no discernable relation between piezometer depth and saturated hydraulic conduc-
tivity in the bedrock piezometers. The findings of Montgomery and others (2002) are
in agreement with the saturated hydraulic conductivity estimates presented herein
plotted as a function of depth. While consistent with observations from other studies
that observed a decline in saturated hydraulic conductivity with depth in soils, (Beven,
1984; Elsenbeer and others, 1992; Ambroise and others, 1996), the correlation at CB1
is too weak to develop a reliable quantitative relationship between saturated hydraulic
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conductivity and depth below the surface (Montgomery and others, 2002). It is worth
noting that the gaps in the spatial distribution of the soil slug test data, particularly in
the top 0.5 m of soil, prevent a meaningful 3D interpolation of the soil saturated
hydraulic conductivity estimates. The lack of spatial structure and the small number
(see table 6) of slug tests in the saprolite and weathered bedrock does not allow for a
meaningful 3D interpolation of the saturated hydraulic conductivity.

EFFECTS OF SPRINKLING SPATIAL VARIABILITY ON HYDROLOGIC RESPONSE

Results from Previous Hydrologic Response Investigations at CB1

During the three sprinkling experiments, piezometric, tensiometric, and dis-
charge measurements were taken repeatedly (see table 2). TDR measurements of
soil-water content were also taken during the third experiment. Deuterium was
introduced into the sprinkling water during the third experiment for tracer experi-
ments in the vadose zone and concentrations were monitored using lysimeters
(ceramic cup, tension, and plate). Discharge collected at the two weirs was analyzed for
deuterium and bromide. Previous analyses of the CBl data have advanced the
understanding of hydrologic-response in steep, unchanneled valleys. For example, the
major findings from Anderson and others (1997a), Montgomery and others (2002),
Montgomery and Dietrich (2002) and Torres and others (1998) include: (i) the
unsaturated zone delays the timing of pore-water pressure development and runoff
generation, (ii) flow paths at the soil-saprolite-bedrock interface are important for
runoff generation at CBI (that is, subsurface storm flow), (iii) shallow bedrock
fracture flow can control pore-water pressure magnitudes at CB1, (iv) the extremely
high hydraulic conductivities in the soil (relative to the underlying bedrock) and steep
slopes do not favor overland flow runoff generation mechanisms. The effects of spatial
variations in sprinkling intensity have not been incorporated into the previous analyses
of near-surface hydrologic response at CBI, except in the estimation of deuterium
velocities by Anderson and others (1997b). The effort reported herein examines the
effect of sprinkling spatial variability (see figs. 6, 7, 8, and 9; table 5) on the observed
CB1 hydrologic response.

Effect of Spatial Variability in Sprinkling

Sprinkling variability effects in the near-surface.—Figures 11A, 11B, and 11C combine
observations from piezometers and tensiometers to examine saturation in the soil
during the three sprinkling experiments. Saturation is defined as when the pressure
head is greater than zero for more than one consecutive tensiometer measurement or
when pressure head in a piezometer is greater than 0.03 m, which is the height of the
PVC cap on the bottom of the piezometers (Montgomery, ms, 1991). The saturated
areas in figures 11A, 11B, and 11C are interpreted based on the saturated tensiometer
and piezometer locations. Figures 11A, 11B, and 11C show the piezometers and
tensiometers that were saturated at any time throughout the entire sprinkling experi-
ment and are not intended to represent a snapshot of saturation at a given time.
Because the piezometers and tensiometers are distributed vertically throughout the
soil column, figures 11A, 11B, and 11C do not necessarily reflect saturation at the
soil-saprolite interface. It is worth noting that piezometer analysis at CB1 indicates that
saturation and pore-water pressure development are controlled primarily by fracture
flow in the weathered bedrock and convergent subsurface flow (Montgomery and
others, 1997).

The intended depth contour and the saturated area in figure 11A for experiment
1 do not correspond well, which may be the result of the small sprinkling depths / rates
(see table 1, fig. 9A). However, some areas of inferred saturation in figure 11A do
correspond with areas of anomalously high sprinkling depth shown in figures 9A and
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9B. For example, the saturated areas near the middle of platforms 9, 7 and 5 (see fig.
3A) and near the left edge of platforms 11, 7 and 5 (see fig. 3A) correspond with high
sprinkling depths shown in figures 9A and 9B. Comparison of figure 11A with
previously reported saturation maps using piezometers (see Montgomery and others,
1997) reveals that the saturated areas are similar (patchy and discontinuous), but with
additional information gained by considering tensiometer data.

Figure 11B for sprinkling experiment 2 illustrates a stronger correlation between
the intended sprinkling depth contour and the area of inferred saturation. This
correlation is most likely the result of the higher sprinkling rates in experiment 2. The
saturated areas in figure 11B are less patchy than in figure 11A and nearly continuous
along the surface and subsurface hollow axes (figs. 3A and 3B). Comparison of
inferred saturation to sprinkling depths (figs. 9C and 9D) shows areas of saturation
developing near elevated sprinkling depths near the middle of platforms 11,9, 7, and 5
(fig. 3A) and near the left side of platforms 7 and 5 (fig. 3A). Comparison of the
previous saturation maps from piezometers alone (see Montgomery and others, 1997)
to figure 11B again reveals the additional information gained from considering
tensiometer data.

Figure 11C represents the interesting “compromise” of experiment 3 compared to
experiments 1 and 2 where the intended sprinkling depth in experiment 3 is almost
equal to that of experiment 2 because of the longer duration while the intended
sprinkling rate is close to that of experiment 1 (table 1 and fig. 9). Visually, the
correlation between the contour of intended sprinkling depth and the inferred
saturated area (fig. 11C) is not as strong as in experiment 2 (fig. 11B), but still
significant and more prominent than for experiment 1 (fig. 11A). Comparisons of the
areas of concentrated sprinkling from figures 9E and 9F to the saturated areas in figure
11C suggest that sprinkling heterogeneity can effect saturation development, for
example the saturated areas along platforms 11 and 9, near the middle of platforms 7
and 5, and close to the left edge of platform 5 (fig. 3A).

Examination of figure 11C shows a gap in saturation between platforms 11 and 9
(see fig. 3A) along the hollow axis in experiment 3, despite the connected contour of
intended depth. This suggests that the spatial continuity of sprinkling depth does not
have a large impact on the continuity of the area of subsurface saturation along the
hollow axis. It is worth repeating that figures 11A, 11B, and 11C represent the entire
soil column and do not reflect saturation at the soil-saprolite interface nor do they
represent a snapshot of saturation at a specific point in time. Instead, figures 11A, 11B,
and 11C are indicative of saturation that develops within the soil column relative to
spatial and temporal variations in sprinkling intensity. In particular, the saturation
noted in the shallow tensiometers along platform 11 only lasts for several hours during
experiment 1, 2, and 3 following locally elevated sprinkling intensities at those
locations.

Spatial variability in tensiometric response was examined by Torres and others
(1998) and no clear spatial pattern of the time to quasi-steady state, using an approach
from Horton (1940), was found for sprinkling experiments 1 and 2. The timing to
quasi-steady state for tensiometric response is defined herein, for experiment 3, as the
first instance of consecutive decreasing pressure heads after the full arrival of the
wetting front (that is, when pressure heads become near steady state). Figures 12A and
12B show overlays of the tensiometer time to quasi-steady state values at the 0.25 m (*
0.05 m) and 0.5 m (* 0.1 m) depths onto the Kriged sprinkling rates from the first 46
hours of experiment 3. The areas of higher sprinkling rates and the areas of more
rapid time to quasi-steady state in figures 12A and 12B correspond. Some of the rapidly
responding tensiometers are located near the left edge of platform 7 (fig. 3A) where
sprinkling rates are small, which is likely the result of the shallow soils at those
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Fig. 12. Kriged sprinkling rates for the first 46 hours of sprinkling experiment 3 with the time to
quasi-steady state from the tensiometer data at two depth intervals. (A) 21 observations of time to
quasi-steady state at 0.25 m = 0.1 depth. (B) 31 observations of time to quasi-steady state at 0.5 m * 0.1
depth.

tensiometers (see fig. 3B). Overall, figures 12A and 12B suggest that sprinkling rates
affect the timing to quasi-steady state for the tensiometers in experiment 3 and explain
some of the observed spatial patterns of tensiometric response.

Sprinkling spatial variability effects at the soil-saprolite-bedrock interface.—Pore-water
pressures and saturation at the soil-saprolite interface at CB1 could depend on spatial
and temporal variations in sprinkling intensity / depth. Kriged maps of pore-water
pressures from piezometers and tensiometers were created using the relation:

b= pgb (6)

where p is the pore-water pressure (Pa), p is the density of water (kg m™), gis gravity
(m s?), and ¥ is the pressure head (m). Piezometers are capable of observing
pore-water pressures above zero and tensiometers are capable of observing pore-water
pressures above and below zero (Harr, 1977; Johnson and Sitar, 1990).

Figures 13A, 13B, and 13C are snapshots at the time of peak pore-water pressure
for experiments 1, 2 and 3, respectively, estimated using equation (6) and the observed
pressure heads from the deepest piezometers and tensiometers from each nest (those
closest to the soil-saprolite interface). The black contour line in figures 13A, 13B, and
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Fig. 13. Kriged snapshots of pore-water pressures based upon data from the piezometers and tensiom-
eters closest to the soil-saprolite interface. (A) Peak pore-water pressures from experiment 1 at 10:00 PM on
5/13/1990. (B) Peak pore-water pressures from experiment 2 at 9:00 AM on 5/27/1990. (C) Peak
pore-water pressures from experiment 3 at 10:00 AM on 5/31,/1992.

13C marks the line of saturation (pore-water pressure equal to zero) at the soil-
saprolite interface at the time of peak pore-water pressure. Comparison of figures 11A,
11B, and 11C to figures 13A, 13B, and 13C reveals the difference between saturation at
any location throughout the soil column at any time during the experiment compared
to saturation at the soil-saprolite interface at a specific point in time (snapshot).
Figures 13A and 13C show that saturation is primarily developed near the hollow axis
of the soil-saprolite interface (see fig. 3B). The saturation development (figs. 13A and
13C) is likely the result of convergent subsurface flow (Anderson and Burt, 1978;
Montgomery and others, 1997; Freer and others, 2002), during experiments 1 and 3.
Figure 13B shows that saturation at the soil-saprolite interface during the second
sprinkling experiment develops near the subsurface hollow axis (fig. 3B) but extends
over a larger area than figures 13A and 13C. In Figure 13B there are undoubtedly
Kriging artifacts in areas where there is less data that show saturation reaching the
ridge crest and at the left boundary that are not real. The saturated areas in figures 13A
and 13C compare well with the saturated areas shown by Montgomery and others
(1997, 2002), with additional understanding gained by considering tensiometer data.

Figures 13A, 13B, and 13C also suggest that pore-water pressure magnitudes may
be affected by sprinkling intensity, which is consistent with field and laboratory
observations (for example, Johnson and Sitar, 1990; Marui and others, 1993; Reid and
others, 1997). For example the pore-water pressure hotspots in figures 13A, 13B, and
13C along the middle of platforms 9, 7 and 5 (see fig. 3A) correspond with areas of
concentrated sprinkling in figures 9A, 9C, and 9E.

Effect of Sprinkling Spatial Variability on Water Balance Calculations

Several water-balance calculations have been conducted for the CBI sprinkling
experiments (see Anderson, ms, 1995; Montgomery and others, 1997; Torres, ms,
1997) using a variety of techniques to approximate the fluxes into and out of the
catchment. Only the water balance of Torres (ms, 1997) considered spatially variable
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input (sprinkling) and storage by dividing up the catchment into 5 areas for calculat-
ing spatially variable sprinkling and unsaturated soil-water storage (using TDR water
contents) and incorporated the piezometer data to calculate saturated soil storage. A
critical difference between the previously reported water balances and the one
reported herein for experiment 3 is the use of all the observed manual rain gage data
(and the corresponding exclusion of ET). If the observed sprinkling rate is equivalent
to the intended sprinkling rate less the ET (as suggested by fig. 10), then the amount of
water entering the catchment subsurface is approximately the same in the water
balance reported here as in the previous studies (albeit not uniformly distributed in
space).

The water balance results for this study represent the spatial variability in soil-
water storage by combining nearby piezometer and tensiometer nests to produce
pressure head profiles of the soil. Thirty piezometer / tensiometer groups were
selected and the catchment was divided, with Thiessen (Voronoi) polygons, around
those groups. The soil depth from the deepest piezometer in each group was then used
to approximate the soil depth across the entire polygon. Interpolation between the
observed pressure heads from the tensiometers and piezometers provided an estimate
of the pressure head with depth profile for each polygon. The estimated pressure head
profiles were converted to soil-water contents using the van Genuchten (1980) method
and numerically integrated with respect to soil depth to give water content (m) for
each polygon. When multiplied by the area of the polygon, the volume of water stored
results. This calculation was made at the start of sprinkling experiment 3 (5/27/1992,
10:00 AM) and after the sprinkling experiment had ended when discharge from both
the upper and lower weirs was almost zero (6/7/1992, 11:15AM). The calculated
storages were 186 m” and 201 m” at the start and end of the experiment, respectively. A
check of the water contents from the interpolation of the piezometer and tensiometer
data using measured soil-water contents from nearby TDR data (where available) were
only different (the mean of the absolute values of all the estimated minus observed
soil-water contents) by 0.04 [m® m®] at the start of the third experiment. Unfortu-
nately, no TDR data are available on 6/7/1992 to check the estimated soil-water
contents at the end of the experiment. The difference between the starting and ending
soil-water storage estimates indicates that approximately 15 m® of water was left in
storage in the soil four days after sprinkling ended.

Using the estimate of stored soil water, it is possible to calculate the water balance
for experiment 3 as:

I—R—(L+AS)—AS,=0 (7)

where /is the irrigation [m?] (sprinkling), Ris the runoff [m?], Lis the leakage [m?] to
a regional groundwater system, AS, is the change in saprolite and bedrock storage
[m?], AS, is the change in soil storage [m®]. The principal assumption employed in
equation (7) is that deep leakage is closely linked with the amount of water going to
bedrock storage. Equation (7) can be rearranged to solve for the combined term of
deep leakage / bedrock storage as the residual in the water balance. The cumulative
volume of water from the experiment 3 Kriged sprinkling total in figure 9E is 215 m®,
the cumulative runoff is 129 m?® and the soil-water storage at the end of the water
balance period is 15 m?, yielding a residual of 71 m®. Dividing the 71 m® residual by the
duration of the water balance period, 265.25 hours, and then dividing by the planimet-
ric area of the catchment gives an estimate of the rate at which water goes into bedrock
storage / leaks of 8.7 x 10® m s! or 0.31 mm h™'. The bedrock storage / leaking rate
calculated herein using equation (7) of 0.31 mm h™ is approximately equal to the deep
leakage rate calculated by Anderson and Dietrich (2001) of 0.32 mm h™. Assuming a
unity hydraulic gradient, the leakage rate provides a first-order estimate of the
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saturated hydraulic conductivity of the deep bedrock. Although the methodology
employed herein is slightly different than that employed in previous CB1 water
balances, the incorporation of spatial variability in sprinkling and soil-water content
does not significantly change the water balance calculation.

DISCUSSION

Data limitations exist in some the hydrologic-response analyses reported here. For
example, capturing the spatial variations in sprinkling necessitates using the manual
rain gage data, despite the limited temporal resolution. Previous research at CB1
suggests that small-scale temporal variations in sprinkling can significantly affect
hydrologic response (Torres and others, 1998). However, the results presented here
illustrate that spatial variability in sprinkling affects hydrologic response and that the
sprinkling rates from the higher temporal resolution automated gages (see fig. 5) are
inaccurate due to undercatch. The evaluation of natural rainfall variability relative to
sprinkling variability was only analyzed for two natural storms and three sprinkling
experiments; more research on this subject would further identify the differences
between sprinkling and rainfall and how to account for / approximate these differ-
ences in analysis and simulation of hydrologic response. An additional limitation is the
spatial distribution of saturated hydraulic conductivity estimates in the subsurface that
prevents meaningful spatial interpolation. For example, bedrock saturated hydraulic
conductivity variations at CB1 can control pore-water pressure generation (Montgom-
ery and others, 1997), but spatial variations in saturated hydraulic conductivity were
notincluded in the analyses presented here.

There are also limitations to the methods employed herein. One potential
weakness is the reliance on Kriging to provide realistic interpolated values of different
hydrologic observations (for example, rainfall depths / intensities, soil depths, and
pore-water pressures). The drawbacks of Kriging include that it (i) has a tendency to
smooth variations in the data (loses roughness), (ii) does not perform well in areas
where there is little data (see the areas of saturation in fig. 13B near the ridgeline), (iii)
relies on the semivariogram to provide an accurate portrayal of data structure, and (iv)
produces only one realization of the interpolated attribute. However, visualization of
spatially variable attributes requires some method of interpolation and, when provided
with enough data (such as 148 rain gages), Kriging provides a reliable quantitative
characterization. When less data is available (30 or so points across the entire CB1
catchment), we have qualified our results by explicitly stating that the interpolation is
best viewed in a qualitative sense. For example, it would be unwise to use Kriged
pore-water pressure snapshots, like those shown in figures 13A, 13B, and 13C, to drive a
3D slope stability assessment. Another potential weakness of the method employed in
this paper is the limited physical representation of the P-M ET method relative to the
meteorological complexity of the sprinkling experiments. For example, the input of
sprinkling water with a different (but unknown) temperature than the air is a
significant complication to the energy balance used to formulate the P-M method.
However, the data does not exist to apply more complicated ET models at CBI and the
P-M method represents most of the energy balance correctly.

Previous field and modeling studies have suggested that convergent surface and
subsurface topography is the dominant controlling factor of saturation and pore-water
pressure generation (for example, Anderson and Burt, 1978; Sidle and others, 1985;
Mirus and others, 2007). Examination of figures 3A and 3B and figures 9A, 9B, 9C, 9D,
9E, and 9F illustrates that areas of high sprinkling depths / intensities are concentrated
along the surface and subsurface hollow axes. The collocation of the hollow axes and
elevated sprinkling depths prevents definitively separating the magnitude of the
hydrologic effects of convergent subsurface flow and sprinkling heterogeneity at CB1.
However, it is still clear that sprinkling heterogeneity affects hydrologic response,
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although likely to a lesser extent than convergent subsurface flow. It is worth noting
that if the saturation is perched at the soil-saprolite interface (or another impeding
layer below), then that saturation development depends critically on the sprinkling
rate because if the sprinkling is less than the saturated hydraulic conductivity of the
perching layer, then no saturation will develop.

The major conclusions from previous work at CB1 remain unchanged by the
effort reported here. Instead, some of the nuances of hydrologic-response were
examined with respect to sprinkling spatial variability. Quantitative spatial analyses of
the observed CBI hydrologic response provide the foundation for the physics-based
hydrologic-response simulations reported in the companion paper (Ebel and others,
2007).

SUMMARY

The analyses presented herein indicate that simulated rainfall is more spatially
variable than natural storms at CBl1 and that detailed spatial characterization of
sprinkling intensity is worthwhile. Experimental semivariograms of sprinkling rates
offer a more comprehensive measure of spatial variability and continuity than either
univariate statistics (such as the CU, CV, and SD) or more qualitative methods of
spatial variability (such as contour maps of interpolated rates). Reproducing the spatial
characteristics (thatis, continuity, structure, and variance) of natural rainfall at a given
study site is a useful benchmark for evaluating rainfall simulators. Careful measure-
ment of the sprinkling depths at CB1, combined with ET estimation, allows the
effective rainfall (with ET losses already removed) to be approximated by the amount
observed in the manual rain gages. The CBl water balance calculations were not
significantly changed by incorporating spatial variability in sprinkling rates or soil-
water storage. Both tensiometric response and saturation within the CB1 near-surface
soil profile are affected by sprinkling heterogeneity. Pore-water pressure and satura-
tion development deep in the CBI1 soil (at the soil-saprolite-bedrock interface) are
more sensitive to convergent flow driven by subsurface topography, but are still
sensitive to sprinkling spatial heterogeneity. Previous analyses (Montgomery and
others, 1997) demonstrate that pore-water pressure generation is also affected by
bedrock saturated hydraulic conductivity variations controlled by fracture locations.
Spatial variability in sprinkling rates should be incorporated into hydrologic-response
models designed to predict subsurface saturation and pore-water pressure develop-
ment when employed in physics-based simulation of hydrologic response of sprinkling
experiments, such as the effort reported in the companion paper (Ebel and others,
2007).
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APPENDIX
The latent heat of vaporization (M] kg') was approximated as a function of the water temperature (7T}),

in C°, as (Harrison, 1963):
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A =2.501—0.002361(T) (A1)
The saturation vapor pressure gradient (A) was approximated (Tetens, 1930), in kPa °C’', as:

_de, 4098e,
T AT (2373 + 1)°

A (A2)

where T'is the air temperature (°C). The saturation vapor pressure (kPa) was approximated as a function of
air temperature (Tetens, 1930) as:

061 17.27T A
e, = 0.6108 exp 9373+ T (A3)
The psychometric constant (kPa °C™) is given (Brunt, 1952) by:
r
v =0.0016286 — (A4)

A

where P is the atmospheric pressure in kPa. The density of air (kg m™®) was estimated as a function of
temperature and pressure (Smith and others, 1992) as:

= 3.486 P (Ab)
Pa Txv
where Ty is the virtual temperature (°K) and was approximated (Smith and others, 1992) as:
Txy = 1.OL(T, + 273) (A6)

The ambient vapor pressure was estimated using the assumption that relative humidity is equivalent to the
ratio of the actual vapor pressure to the equilibrium vapor pressure at saturation (Brutsaert, 1982), which
was estimated , in kPa, as:

%= 7100 (e) (AT)
The aerodynamic resistance (ra) was estimated (Shuttleworth, 1993), in s m™, as:
In[(z, = d)/%,]In[(z, — d)/ %,
Il — /2ol — d) /2] )

Ta Ru
3

where z, and z, are the heights of the wind and humidity measurements, respectively (m), z,,, is the
roughness length for momentum transfer (m), z,, is the roughness length for heat and water vapor transfer
(m), dis the zero plane displacement height (m), % is the von Karman constant (-) (approximated as 0.41),
and u, is the wind velocity (m s™). The zero plane displacement height (m) was estimated empirically using

the relationship (Brutsaert, 1982) as:
d=0.67h (A9)

where A is the vegetation height (m). The windspeed profiles were measured at heights larger than 4, and an
equation using windspeeds at two heights, z; and z, was used to calculate the roughness length for
momentum transfer (Monteith and Unsworth, 1990) as:

(A10)

wln 2z — wyln z,z:|
U — Uy

where u; and u, are wind velocities (m s™') measured parallel to the slope at heights z; and z, (m). The
roughness length for water vapor and heat transfer (z,,) was approximated (Brutsaert, 1982) as:

Zom

Zon = eXp(Bflk) (A11)

where B” is a resistance parameter that depends on the roughness of the surface vegetation. The B’
parameter was approximated as 2.0 for short vegetation (Brutsaert, 1982).
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